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Abstract— This paper proposes an enhanced decision feed-

back equalizer (DFE) for filter bank multicarrier (FBMC)

systems over offset quadrature amplitude modulation (OQAM)

based on a minimal mean square error (MMSE) criterion.

For each subcarrier, besides one feedforward (FF) filter and

one feedback (FB) filter, we add two intercarrier interference

(ICI)-suppressing filters, which feed back detected precursors

extracted from neighboring subchannels to enhance ICI sup-

pression in the presence of multipath channels. Our simulation

results indicate our proposal makes a considerable improve-

ment comparing with MMSE-DFE under a severe ICI and ISI

scenario despite few extra costs in computational complexity.

Keywords–FBMC, OQAM, MMSE, decision feedback

equalizer, intercarrier interference

I. INTRODUCTION

Nowadays, multicarrier (MC) systems are widely-known

and attractive for wideband communications. The most well-

known system is orthogonal frequency-division multiplexing

(OFDM), which encodes digital data on many narrowly-

divided frequency subbands. The advantages of OFDM in-

clude simple equalization, channel estimation and the ability

to combat severe channel conditions such as frequency-

selective fading [1]. OFDM recently has several applications,

including digital television, audio broadcasting and 4G mo-

bile communications. However, the orthogonality between

OFDM subcarriers is maintained by adding cyclic prefixes

(CP), which are the replicas of tailed signals of OFDM [2].

CP delimit successive OFDM symbols and bring about block

transmission of OFDM, but sending CP certainly lowers

power efficiency and data rate. In addition, sensitivity in

frequency offset and out-of-band interference are two other

problems in OFDM. To cope with these problems of OFDM,

some people discuss about FBMC that can be viewed as a

practical alternative to OFDM.

FBMC is also a MC system and subcarriers in filter banks

are exponentially composed with longer impulse responses

than OFDM signals [3]. Compared to rectangular prototype

signals of OFDM, longer impulse responses of FBMC sub-

carriers enable FBMC to control non-adjacent orthogonality

between FBMC subcarriers. As a consequence, the well-

controlled orthogonality relieves out-of-band interference

and frequency sensitivity of FBMC. Meanwhile, without

redundant CP, FBMC can support higher power efficiency

and throughput, and successive transmission can be achieved

since block structure disappears. Additionally, to dodge ISI

coming from overlapped FBMC signals and ICI between ad-

jacent subcarriers, a novel OQAM scheme is used in FBMC.

OQAM modulation staggers real parts and imaginary parts

of QAM inputs to have adjacent subcarriers carry out-of-

phase half symbols simultaneously. In spite of it, when facing

ISI channels, ISI and ICI still exist. In addition to additive

white Gaussian noise (AWGN) at receivers, equalizer designs

become a popular topic [4].

In [5], the authors illustrate a solution to the equalization

problem, but the solution is approximated by the steepest

descent algorithm instead of a closed form. An extension

of [5] is proposed in [6], where the equalizer is equipped

with three filters for each subcarrier. The authors of [7]

firstly present an MMSE linear equalizer for each subcarrier

and based on [7], a two-stage (TS)-MMSE and an MMSE-

DFE are proposed in [8] and [9]. The TS-MMSE is able

to accomplish full ICI cancellation but its requirements for

information of postcursors cause an additional latency in

equalization. In [9], an extra FB filter is cascaded to enhance

ISI suppressing and the improvement is shown but there is

still a room to improve ICI suppression.

Considering the background, we proposed an enhanced

DFE structure to suppress not only ISI but ICI all at once.

Based on a MMSE criterion and taking MMSE-DFE in [9]

as a prototype, we add two additional ICI suppressing filters

to feed back detected precursors of adjacent subcarriers and

in so doing, improvement in eliminating interference can

be expected. To confirm the effectiveness, we evaluate our

proposal and previous works of MMSE and MMSE-DFE in

terms of computational complexity and bit-error-rate (BER).

An introductory explanation of FBMC/OQAM is in Sec-

tion II, and Section III elaborates upon the proposed equal-

izer design. Performance evaluations are shown in Section

IV, then followed by the conclusions.

A. Notation

In this paper, we use the following notations for conve-

nience. (•)(R) and (•)(I) are the real part and imaginary part

of a signal or a vector. j is
√
−1. A notation in bold is always

a vector containing a finite-length sequence of symbols. IN
denotes the identity matrix of size N and 0M and 0M×N

represent an M × 1 and an M ×N zero matrix respectively,

and mod is the modulo operation. ⌊ ⌋ = the flooring function,

∗ is the convolution operation.
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Fig. 2. OQAM pre-processing for an even k

II. FBMC/OQAM STRUCTURE

The core of FBMC systems is synthesis filter banks

(SFB) and analysis filter banks (AFB) as Fig. 1 shows. The

inputs ak[m] are complex QAM symbols to be carried by

each subcarrier. To compose OQAM symbols, OQAM pre-

processing is conducted in SFB, in which real parts and

imaginary parts of QAM inputs are separated as shown in

Fig. 2 for an even k. The order of transmission for half

symbols depends on the subcarrier index, k. For odd-index

subcarriers, imaginary parts are ordered ahead by placing the

one-tap delay in Fig. 2 upside down. The staggered outputs

are denoted by dk[n] and then the complex OQAM symbols

and denoted by x′
k[n] = θk[n]dk[n] with θk[n] = j(n+k)mod2,

at the double rate of the inputs. Afterwards, the OQAM

symbols are upsampled by M/2 and fed into a bank of M
synthesis filters, whose impulse responses are designed by

hk[l] = h0[l]e
j2πkl

M , l = 0, ...KM − 1. (1)

In (1), h0[l] is the KM -tap causal impulse response of

a prototype filter, each subcarrier is shifted by 1/M in

frequency, and K is the overlapping factor. h0[l] needs de-

signing as a Nyquist filter to provide an ISI-free transmission,

and K is the ratio between the length of h0[l] and the

averaged symbol duration. After filtered by SFB, all signals

are composed into one waveform, up-converted into a radio

frequency, and emitted. At FBMC receivers, AFB decompose

down-converted signals with a bank of analysis filters. The

impulse responses of AFB can be designed the same as SFB

to perform the conjugated frequency responses [4]. After

decomposition by AFB, received signals are downsampled,

equalized and then converted into complex OQAM symbols

by OQAM post-processing. A combination of OQAM post-

processing and the proposed DFE is in the next section.

III. ENHANCED SUBCHANNEL MMSE-DFE WITH ICI

SUPPRESSION

In the following, we consider a FBMC system with K ≥ 4
such that the prototype filter possesses strong controllability

in its stop-band. Accordingly, the interference from non-

neighboring subcarriers can be neglected. In this way, a

subchannel model for the FBMC system can be drawn as

Fig. 3 shows. In Fig. 3, we define qk,k+j [n] (j = −1, 0, 1)

as the effective ICI channels from the k+ j-th carrier to the

k-th carrier, which can be formulated by

qk,k+j [n]={hk+j [l] ∗ hch[l] ∗ hk[l]}|l=Mn
2
, n = 0, ..., Q− 1,

(2)

where Q =
⌊

2KM+Lch−2
M/2

⌋

. Then, an received N × 1 vector

yk[n] can be analyzed in a matrix form,

yk[n] =
1

∑

j=−1

Qk,k+jx′
k+j [n] + Γkv[l], (3)

In (3), Qk,k+j are the convolutional matrixes ∈ C
N×(L+1)

for qk,k+j [n], and x′k+j [n] are (L+1)×1 transmitted symbol

vectors, where L = N − Q − 2. The noise vector, v[l] is

an (KM + NM
2 − 1)-tuple AWGN vector with the k-th

downsampling convolutional matrix, Γk resulting from hk[l].
It is worth mentioning that the phases of elements in x′

k[n]
depends on k + n,

x′k[n] = [dk[n]θk[n], dk[n− 1]θk[n− 1], ...]T ∈ C
L+1. (4)

The proposed structure of an enhanced subchannel MMSE

DFE with ICI suppression is shown in Fig. 4. Firstly, as

with MMSE-DFE, one FF filter wk and one FB filter fk,k
are employed to filter downsampled symbols and detected

symbols in the k − th subchannel respectively. In addition,

the main extension of our proposal is the two ICI-suppressing

filters, fk−1,k, and fk+1,k. Once inputs of the FF filters,

yk[n] are filtered, they are subtracted by the outputs of the

three FB filters. The contribution of the FB filter fk,k lies

in the ISI suppression, so called the ISI-suppressing filter.

In contrast, fk−1,k and fk+1,k serve as ICI-suppressors that

extract the detected symbols from adjacent subcarriers to

strengthen ICI suppression. The former and latter indexes in

FB filters indicate FB sources and destinations respectively.

After subtraction, a detector and OQAM post-processing are

followed to restore OQAM symbols and generate the latest

FB inputs as Fig. 5 shows. For an odd-index subcarrier, the

multiplication with j is placed upside down to match the

order of transmission. The input vectors of the FB filters,

denoted by x̂k+j [n] with B+1 tuples are real-valued vectors

and defined by

x̂k+j [n] = [dk+j [n− µ− 1], dk+j [n− µ− 2], ...]T ∈ R
B+1

(5)
where all the detections of precursors are assumed to be

correct. The value µ is a proper delay for equalization,

which is relevent to the positions of maximum values of

hch[l] and h0[l] and can be optimized by simulation. In

this paper, we set µ as a multiple of two but do not
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Fig. 4. Enhanced DFE with ICI suppressing filters

deal with the optimization. Instead, we use a fix value for

µ through all simulations. Notably, when the detection of

dk+j [n−µ] is finished, the FB vectors are updated by pushing

in dk+j [n− µ].
Next, when estimating dk[n−µ] for an even n+ k, since

the desired symbol is real-valued, the estimate, denoted by

d̃k[n− µ], can be expressed by

d̃k[n− µ] =



wH
k yk[n]−

1
∑

j=−1

f
H
k+j,kx̂k+j [n]





(R)

= w
(R),T
k y

(R)
k [n] + w

(I),T
k y

(I)
k [n]−

1
∑

j=−1

f
(R),T
k+j,kx̂k+j [n]. (6)

As for an odd (n+ k), the estimate is given by

d̃k[n− µ] =



wH
k yk[n]−

1
∑

j=−1

f
H
k+j,kx̂k+j [n]





(I)

+

x Re

Real-to-complex converter

x

Fig. 5. OQAM pre-processing and detector

= w
(R),T
k y

(I)
k [n]− w

(I),T
k y

(R)
k [n] +

1
∑

j=−1

f
(I),T
k+j,kx̂k+j [n]. (7)

In the above two equations, the real and imaginary parts of

received symbols can be rewritten by

y
(R)
k [n] =





1
∑

j=−1

Qk,k+jx′k+j [n] + Γkv[l]





(R)

=
1

∑

j=−1

Q
′(R)
k,k+jxk+j [n] + Γ

(R)
k v(R)[l]− Γ

(I)
k v(I)[l], (8)

y
(I)
k [n] =





1
∑

j=−1

Qk,k+jx′k+j [n] + Γkv[l]





(I)

=

1
∑

j=−1

Q
′(I)
k,k+jxk+j [n] + Γ

(I)
k v(I)[l] + Γ

(I)
k v(R)[l], (9)

where xk+j [n]∈ R
L are obtained by shifting all j’s from

x′k+j [n] to Qk,k+j to recover a staggered form matching with
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x̂k+j [n], resulting in the matrixes Q
′
k,k+j that contain the

effect of θk[n], SFB, channels, AFB. For an even k+n, in all

Q
′
k,k+j , the dimensions are unchanged but all the multiple-

of-two-index columns are multiplied by j. Then, by defining

the error as the distance between the estimate and the desired

symbol, the MMSE criterion can be defined by
[

wk,o

fk,FB,o

]

= arg min
wk,fk,FB

E[|dk[n− µ]− d̃k[n− µ]|2], (10)

where fk,FB = [fTk,k, f
T
k−1,k, f

T
k+1,k]

T . If dk[m] are wide-

sense stationary and uncorrelated, (6) and (7) can be opti-

mized individually. Obviously, solving (6) only leads to the

real part the MMSE solution of fk,FB because the inputs

of the FB filters are real, while solving (7) leads to the

imaginary part. Since we can prove that for a fixed k,

the MMSE solutions for w
′

k,o from (6) and (7) are the

same, and for FB filters, f
(R)
k,k,o[n] = (−1)nf

(I)
k,k,o[n] and

f
(R)
k,k±1,o[n] = (−1)(n+1)f

(I)
k,k±1,o[n], the above operations on

Qk,k+j can be performed to obtain the following solutions

in every subchannel.

With the above analysis, we assume that the variance

of AWGN is σ2
η and E[|dk[n]|2] = σ2

d/2. By plugging (8)

and (9), into (6) and (7) and with the orthogonality

principle from (10), E[ǫk[n]y
′
k[n]] = 02N+3(B+1),

where ǫk[n] = dk[n − µ] − d̃k[n − µ], and y′k[n] =
[

y
(R),T
k [n], y

(I),T
k [n],−x̂

T
k [n],−x̂

T
k−1[n],−x̂

T
k+1[n]

]T

, and

with the definition of w′
k = [w

(R),T
k ,w

(I),T
k ]T ∈ R

2N , the

MMSE solution, (8) concludes with
[

w
′

k,o

f
(R)
k,FB

]

=

[

HkHT
k + MkMT

k + NkNT
k + Rη,k − σd√

2
FkJµ

− σd√
2
(FkJµ)

T σ2
d

2 I3(B+1)

]−1
[ σd√

2
Hkeµ

03B+3

]

,

(11)
with the following definitions, Fk = [Hk,Mk,Nk], Hk =

σd√
2

[

Q
′(R)
k,k

Q
′(I)
k,k

]

,Mk = σd√
2

[

Q
′(R)
k−1,k

Q
′(I)
k−1,k

]

,Nk = σd√
2

[

Q
′(R)
k+1,k

Q
′(I)
k+1,k

]

Rη,k =
σ2
η

2 Γ
′

kΓ
′T
k ,Γ

′

k =

[

Γ
(R)
k Γ

(R)
k

Γ
(I)
k −Γ

(I)
k

]

, and Jµ is an

(L+ 1)× (B + 1) matrix whose value is defined according

to L, µ and B,

Jµ =











[0(µ+1)×B′IB′0(L−B′−µ)×B′ ]T , L− µ > B′,

[0(µ+1)×B′

I
B′

0
(L−µ)×(B′+µ−L)

]T , L− µ < B′,

[0(µ+1)×B′IB′ ]T , L− µ = B′,
(12)

where B′ = B + 1.

IV. PERFORMANCE EVALUATIONS

In this section, to contrast our proposal and the former

works, including one-tap, MMSE, and MMSE-DFE, we

discuss their structural configurations and corresponding

computational complexity first. Then we show our simulation

results to confirm their effectiveness and performance.

TABLE I

COMPLEXITY ANALYSIS. DESIGN COMPLEXITY AND PROCESSING

COMPLEXITY FOR EACH DESIGN

Design Complexity Processing Complexity

One-tap 0 2

MMSE O(N2) 2N
MMSE-DFE O(N2 +NB +B2) 2N +B + 1
Our proposal O(N2 +NB +B2) 2N + 3B + 3

A. Complexity analysis

Firstly, all of the equalizers are equipped with a FF filter.

A one-tap equalizer provides the simplest solution with an

unit-tap filter; in contrast, the other three equalizers supply

an N -tap FF filter. MMSE-DFE and our enhanced DFE have

extra FB structure to combat ISI and ICI. MMSE-DFE has

one B + 1-tap FB filter and our proposal has three.

We consider complexity from two different points of

view: design complexity and processing complexity. Firstly,

since all of the MMSE-based designs mainly depend on the

orthogonality principle, which turns out a cross-correlation

matrix times the inverse of an auto-correlation matrix (c.f.

(11)) which is the main load in designing. The complexity of

an inverse operation is usually considered over O(C2) where

C2 is the size of the matrix. From this perspective, with all

the information in those matrixes calculated in advanced, the

design complexity of the above equalizers follows the matrix

size.

Secondly, since only one phase is cared in each detection,

we consider processing complexity in terms of the number

of real multipliers (RMUX) demanded by each design. A FF

and a FB filter need 2N and B + 1 RMUX respectively. In

contrast with MMSE-based equalizers, matrix computation

is waived and only two RMUX are needed in an one-tap

equalizer. Table I concludes the above analysis.

B. BER performance

Next, we evaluate the performance of different equalizers

in terms of BER. The parameter settings of the system are

as follows: M = 128 and QPSK-modulated. The prototype

filter is a root raised cosine filter with roll-off factor = 0.5
and the overlapping factor K = 4, which is a nearly Nyquist

filter, such that its non-adjacent ICI can be negligible. The

signal-to-noise power ratio (SNR) is defined as σ2
d/σ

2
η . The

multipath channel, hch[n] follows an exponentially-decaying

profile and is chosen randomly and perfectly estimated

without any channel coding. In all realizations, the equalizer

delay µ is eight.

Fig. 6 contrasts the performance of one-tap, MMSE,

MMSE-DFE, and our proposal as a function of SNR. The

maximal delay spread, τmax of the channel is 25-tap and the

root-mean-square (RMS) delay spread, τrms is two-tap both

at the same rate of l. Firstly, we set all the FF filters three-

tap in MMSE, MMSE-DFE and our proposal, and FB filters

are two-tap (i.e., B = 1). As can be seen, all algorithms

perform almost the same in the low SNR region (around
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Fig. 6. BER curves of different equalizers with a varying
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Fig. 7. BER curves of different equalizers in multipath

channels with a varying τrms and SNR= 40 dB τmax = 25

20 dB). On the other hand, at the BER of 2x10−4, the ISI-

suppressing filter brings a three-dB gain in SNR. Moreover,

our proposal with two ICI-suppressing filters cascaded can

futher improve the BER by one more dB. Even though we

increase the taps of the FF filter of MMSE by two to have

complexity similar to our proposal, the performance is still

limited. The main reason for the limited improvement is that

ISI and ICI dominate at a high SNR and the power of one

FF filter of MMSE is insufficient to combat ISI and ICI.

With the help of one FB filter in MMSE-DFE, ISI can be

suppressed but residual ICI still remains. Our proposed ICI

suppressing filters are proven capable of coping with residual

ICI. In Fig. 7, we vary τrms from one tap to 10 taps and

fix the SNR = 40 dB and τmax = 25. With a longer delay

spread (that is, highly frequency selective), the effect of ICI

and ISI becomes more outstanding as mentioned. In this

simulation, we can see the three MMSE-based equalizers

have similar performance at a short τrms. Contrarily, our

proposal outperforms the other three equalizers when τrms

is increased. For the above results, we can conclude our

proposed scheme can be seen as a powerful equalizer in a

highly selective channel or at a high SNR.

V. CONCLUSIONS

In conclusion, firstly, the problem of FBMC/OQAM under

ISI channels is investigated. Next, using MMSE-DFE as

a prototype, we propose an enhanced DFE with two ICI

suppressing filters added and then optimize these filters

based on the MMSE criterion. Under an error-free-detection

assumption, the analytical result can be obtained. In our

simulation, the improvement from the two ICI suppressing

filters is considerable in a high SNR region and on highly

selective channel conditions in spite of an extra slight burden

in computation.

In a non-static channel, the filter coefficients need updat-

ing such that design complexity becomes more significant.

Effective adaptive DFE designs like [10] are necessary in

successively transmission of FBMC/OQAM. Also, erroneous

FB signals need be taken into consideration. A further

improvement can be expected when a selective decision

feedback technique is found. Channel estimation in FBMC

is also another issue.
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